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Time series analysis with Stata

What is a time serie?

Some observations along time, discrete or continuous.

Example: national GDP in Spain:

. tsset time

time variable: time, 19951 to 20152, but with gaps  delta: 1 unit

. twoway (tsline gdp)
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Time series analysis with Stata

Classification:

- Stationarity: constant average and variance. To obtain 

starionary series we can apply two transformations:

First differences: to eliminate trends

Box-cox: to eliminate different variances

- Seasonality: seasonal trend



Time series analysis with Stata
Example: first differences in GDP

. generate gdp_1=gdp[_n-1]

(1 missing value generated)

. generate dgdp=gdp-gdp_1

(1 missing value generated)
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Time series analysis with Stata
Example: logarithmic transformation of GDP

. generate lgdp=ln( gdp)

. twoway (tsline lgdp)
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Time series analysis with Stata
Example: first differences in logarithmic transformation of GDP

. generate dlgdp=lgdp-lgdp[_n-1]

(1 missing value generated)

twoway (tsline dlgdp)
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Time series analysis with Stata
Unit root tests: Dickey-Fuller



Time series analysis with Stata
Unit root tests: Dickey-Fuller

Example: GDP

. dfuller gdp, lags(0)

Dickey-Fuller test for unit root Number of obs =        61

---------- Interpolated Dickey-Fuller ---------

Test         1% Critical 5% Critical 10% Critical

Statistic Value Value Value

------------------------------------------------------------------------------

Z(t)             -0.109            -3.565            -2.921            -2.596

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.9485

we cannot reject the null hypothesis that GDP exhibits a unit root



Time series analysis with Stata
Unit root tests: Dickey-Fuller

Example: logarithmic transformation of GDP

. dfuller lgdp, lags(0)

Dickey-Fuller test for unit root Number of obs =        61

---------- Interpolated Dickey-Fuller ---------

Test         1% Critical 5% Critical 10% Critical

Statistic Value Value Value

------------------------------------------------------------------------------

Z(t)             -1.433            -3.565            -2.921            -2.596

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.5665

we cannot reject the null hypothesis that log GDP exhibits a unit root



Time series analysis with Stata
Unit root tests: Dickey-Fuller

Example: first differences of logarithmic transformation of GDP

. dfuller dlgdp , lags(0)

Dickey-Fuller test for unit root Number of obs =        60

---------- Interpolated Dickey-Fuller ---------

Test         1% Critical 5% Critical 10% Critical

Statistic Value Value Value

------------------------------------------------------------------------------

Z(t)            -30.265            -3.566            -2.922            -2.596

------------------------------------------------------------------------------

MacKinnon approximate p-value for Z(t) = 0.0000

Here we can overwhelmingly reject the null hypothesis of a unit root at all common

Significance levels



Time series analysis with Stata

Decomposition of a time series 

A time series can be decomposed into:

- Tendency (T)

- Seasonality (S)

- Irregular term (a)

We can use a filter to obtain these components.



Time series analysis with Stata

Decomposition of a time series 

Example: decomposition of GDP.

tsset trend

time variable:  trend, 1 to 82

delta:  1 unit

hprescott gdp, stub(hp)

twoway (tsline hp_gdp_1)
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Time series analysis with Stata

Analysis of a time series 

Simple Autocorrelation Function: autocorrelation between one observation

and the followers.

Partial Autocorrelation Function: only direct correlation between one

observation and those separated k lags.

White noise aucotorrelation



Time series analysis with Stata

Analysis of a time series

Autorregresive process, AR(p) 

AR(2)

Simple Autocorrelation Function Partial Autocorrelation Function

(more complex) (P significant elements)



Time series analysis with Stata

Analysis of a time series

Moving average process, MA(q) 

MA(1)

Simple Autocorrelation Function Partial Autocorrelation Function

(q significant elements) (decreasing)



Time series analysis with Stata

Analysis of a time series

ARMA(p,q) 

ARMA(1,1)

Simple Autocorrelation Function Partial Autocorrelation Function

(q significant elements) (p significant elements)



Time series analysis with Stata

Analysis of a time series

ARIMA(p,d,q) 

p: autorregresive order

d: diferenciation to became an stationary serie

q: moving average order



Time series analysis with Stata

Analysis of a time series 

Example: analysis of GDP

ac dlgdp
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Time series analysis with Stata

Analysis of a time series 

pac dlgdp
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95% Confidence bands [se = 1/sqrt(n)]



Time series analysis with Stata



Time series analysis with Stata


